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Abstract-Traditionally, the web search engines return thousands of pages in response to a broad query,making it difficult for 
users to browse or to identify relevant information.For the purpose of quick access to the relevant information, clustering 
method is a better choice and can be used to automatically group the retrieved and relevant documents of the target domain.In 
this paper, a new method which combines the techniques of constrained and coclustering methods has been proposed. This 
combined approach achieves two goals: First, it combines information theoretic coclustering and constrained clustering to 
improve the clustering performance. Second, additionallythe unsupervised constraints are incorporated into the proposed 
method to demonstrate the effectiveness of the algorithm. To achieve this goal, a two-sided hidden Markov random field 
(HMRF) model is developed to represent both document and word constraints.The results of our evaluation over benchmark 
data sets exhibit that the proposed algorithm is superior compared to other existing approaches. 

Index Terms-Coclustering, Constrained clustering, Document Clustering,Gibbs distribution, Pairwise Constraints, Similarity, 
Unsupervisedconstraints

1 Introduction 
lustering is a well-known technique for 
the automatic organizationand 
summarization of a large collection of text 

[1]. Clustering is the unsupervised classification 
of patterns (observations, data items, or feature 
vectors) into groups. These groups are 
technically called as clusters.Cluster analysis is 
an important activity and is defined as the 
organization of a collection of patterns. These 
patterns are usually represented as a vector of 
measurements or a point in a multidimensional 
space and are grouped into clusters based on 
some similaritymeasure[2]. Since few decades 
there have been many approaches to clustering 
techniques based on data, dimension, shapes and 
the density parameter. 

Coclustering is a specific kind of 
clustering that examines both document and 
word relationship at the same time in case of 
document clustering applications. Coclustering 
works by finding a pair of maps from row to row 
cluster and from column to column cluster, with 
minimum mutual information loss. Since, during 
the process of clustering mutual information loss 
is an important component and it has to be 
greatly reduced for efficient clustering 
performance. Coclustering is a technique that 
works by finding minimum cut vertex partitions 
in a bipartite graph between documents and 
words. In recent years co-clustering has become 
an important challenge in market-basket analysis 
text mining, natural language processing, 
microarrays and recommendation system 
analysis. 

Constrained clustering are either semi-
supervised or unsupervised methodologies. The 
semi-supervised constrained clustering[3],[4],[5] 
work by means of providing manually labeled 
constraints for clustering. In such a situation, the 
constrained clustering incorporates either a set of 
must-link constraints, cannot-link constraints, or 
neither, using a predefined data clustering 
algorithm or through natural clustering 
mechanism. These link constraints define a 
semantic relationship between two data 
instances. A must-link constraint is used to 
specify that the two instances in the must link 
relation should be associated in the same cluster. 
A cannot link constraint is used to specify that 
the two instances in the cannot link relation 
should not be associatedin the same cluster. 

     To further enhance clustering performance, 
there has also been some effort on combining 
coclustering and constrained clustering 
[6][7][8].To incorporate word and document 
constraints a newhybrid approach called 
Constrained InformativeCoclustering- Kmeans 
– CIC-Kmeanshas been proposed in this paper. 
The proposed technique performed better than 
the existing 1D constrained clustering method 
since it can take advantage of the co-occurrences 
of documents and words. The efficiency of the 
proposed algorithm is also evident from the fact 
that the constraints to the algorithm are 
unsupervised and not semi-supervised. The 
must-link and cannot-link constraints are given 
through some knowledge sources automatically.  

The remainder of this paper is organized as 
follows. Section 2 provides a brief summary of 
existing systems. Section 3 exhibits the system 
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architecture and working of the proposed 
algorithm. Section 4 illustrates the experimental 
results of the proposed algorithm with the 
comparison results shown graphically. Section 5 
presents the concluding remarks and some of the 
future scope of the proposed work. 

2. Related Works 
Bipartite Spectral algorithm [9] is an 

algorithm that simultaneously partitions 
documents and words, and demonstrates that 
the algorithm offers good global 
solutions.Spectral coclustering algorithm used in 
this approach uses the second left and right 
singular vectors of an appropriately scaled word-
document matrix to yield good 
bipartitionings.This algorithm has good 
theoretical properties as it provides the optimal 
solution to real relaxation of the NP-complete 
coclustering. However, the demerits of this 
algorithm are factors of inefficiency and 
instability. 

Information Theoretic Coclustering 
algorithm [10] is an approach that 
simultaneously clusters both document and 
word at the same time. The algorithm addresses 
the concept of optimality wherein an optimal 
coclustering is one that minimizes the differences 
called loss in the mutual information between 
the original random variables and the mutual 
information between the clustered random 
variables.Coclustering differs from ordinary one 
sided clustering in that at all stages the row 
cluster prototypes incorporate column clustering 
information, and vice versa. It was theoretically 
established that the proposed algorithm never 
increases the loss, and so, gradually improves the 
quality of coclustering. In their approach the 
coclustering techniqueis used to annotate the 
document cluster. The disadvantage of their 
algorithm lies in the computational effort. 

BregmanCoclustering[11] algorithm is 
used to measure the approximation error to 
improve the clustering quality.The 
approximations are based on coclustering 
concepts,and are expected to exhibit different 
behavior from the spectral methods typically 
employed for matrix approximations.They had 
developed an efficient meta coclustering 
algorithm based on alternate  minimization that 
is guaranteed to achieve the local optimality for 
all bregman divergences and theproposed 
objective function cannot be improved by 
changing either the row clustering or the column 
clustering using Lagrange multipliers.Since the 
methods are iterative in nature and do not 
involve eigenvaluecomputations, they are 

significantly faster than the other existing 
methods and hence, their algorithm are more 
appropriate for large data matrices.This 
algorithm uses the sum of the squared residue 
method,whichis found to be very advantageous. 

Semisupervised clustering algorithm 
[12], [13] is anothertechnique incorporated with 
limited amounts of supervision in the form of 
labels on the data or constraints in case of 
document clustering applications. In contrast, the 
unsupervised clustering incorporateslabeled data 
in the following three ways: 

• Initial cluster centroids are estimated 
from the neighborhoods induced from 
constraints. 

• Constraint-sensitive assignment of 
instances to clusters, where points are 
assigned to clusters so that the overall 
distortion of the points from the cluster 
centroids is minimized, while a 
minimum number of must-link and 
cannot-link constraints are violated. 

• Iterative distance learning, where the 
distortion measure is re-estimated 
during clustering to warp the space to 
respect user-specified constraints as well 
as to incorporate data variance. 

Non-Negative matrix factorization (NMF) 
algorithm [14] is useful in the decomposition of 
multivariate data. The condition of nonnegativity 
is a useful constraint for matrix factorization and 
the proposed NMF algorithm is used to 
minimize the conventional least squares errors 
and minimizes the generalized KL-divergence. 

S.
no 

Name of the system Publ, 

Year 

Merits Deme
rits 

1 Text Classification 
from Labeled and 
Unlabeled 
Documents using EM 

2000 Simple 
and 
easy to 
implem
ent 

Not 
Scal
able 

2 Coclustering of 
documents and 
words  using 
Bipartite Spectral 
Graph Partitioning 

 

2001 

Yields 
good 
bipartio
nings. 

Ineffi
cient 
and 
instab
le 

3 Minimum Sum 
Squared Residue 
Coclustering of 
Gene Expression 

2004 Retains 
all edge 
weight 
informa

No 
sema
ntic 
docu
ment 
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Data  tion simila
rity. 

4 BregmanCoclusterin
g and Matrix 
Approximation 

2007 Faster 
and 
flexible 

Highl
y 
sensit
ive to 
oulier
s. 

5 Efficient Semi-
Supervised Spectral 
CoClustering with 
Constraints 

2010 Increas
es 
efficien
cy and 
reduces 
cost 

Speed 
of 
execu
tion. 

6 Non-Negative Matrix 
Factorization for Semi 
supervised 
Heterogeneous Data 
Coclustering 

2010 
Octob
er 

Easy 
and 
reliable 
during 
clusteri
ng 

Incon
venie
nt for 
large 
applic
ations 

Analysis of related works: 

• Deficient techniques for 
considering both document and 
word semantic nature. 

• Lack of efficient techniques for 
increased effectiveness of the 
clustering performance. 

• Lack of optimization algorithms 
for producing optimal clustering 
results. 

Based on the analysis given above, a new hybrid 
approach has been proposed in this paper which 
incorporates the techniques of coclustering and 
constrained clustering methods. This 
incorporation of hybrid technique increases the 
accuracy of the clustering results. The 
coclustering technique incorporated in the 
hybrid approach uses basically the k-means 
algorithm which serves as an input to the 
coclustering algorithm. This is done due to the 
fact the mutual information loss has to be 
reduced and to prove that the clustering results 
obtained are not accidental. Moreover, the 
constraints given to the algorithm are deemed to 
be unsupervised since the link constraints given 
between the documents and the words are not 
based on human provided labels but from 
machine based knowledge sources. The 
document constraints are extracted from the 
named entity recognizer sources and the word 
constraints are extracted from the word net 

similarity. In this wordnet similarity measure, 
both the nouns and the pronouns are considered 
form the whole vocabulary of documents. 
Moreover, for the computation of similarity, two 
different similarity measures are used and 
compared namely cosine similarityand Jaccard 
similarity[15]. Due to the above claims, the 
proposed algorithm is superior in achieving 
accurate clustering results compared to other 
existing algorithms.  

3Constrained Informative 
Coclustering-      Proposed 
Framework: 
 

 
Fig.1 Proposed System Architecture 

Document Preprocessing: 

Today’s real world dataset are highly 
susceptible to noisy, missing, and inconsistent 
data due to their typically huge size (often 
several gigabytes or more) and their likely origin 
from multiple, heterogeneous sources. Low 
quality data will lead to low quality clustering 
result. So pre-processing places a vital role in 
clustering. Document preprocessing is divided 
into following stages: 

1. Stop-Word Removal: 

Stop-words are words that are from non-
linguistic view and do not carry meaningful 
information. Stop-words remove the non-
informative behavior words from the text 
documents and thus reduce noisy data. 

2. Stemming: 

Suffixes are removed in stemming operation. 
For example: ing, ion, ment, ement, s, etc... 
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3. Computation of term frequency- inverse 
document frequency(tf-idf) : 

To compute the term frequency, count the 
number of times each term occurs in each 
document and sum them all together. For 
example if we have a set of English text 
document and wish to determine which 
document is most relevant to “the white 
rose”. A simple way to eliminate documents, 
which does not contains all the three words 
“a” ,” white” and “rose”. The term "the" is 
not a good keyword to distinguish relevant 
and non-relevant documents and terms, 
unlike the less common words "white" and 
"rose". Hence an  inverse document 
frequency factor is incorporated which 
diminishes the weight of terms that occur 
very frequently in the document set and 
increases the weight of terms that occur 
rarely. 

Information Coclustering: 

Information Coclustering [8] allows 
finding a pair of maps from rows to row-clusters 
and from columns to column-clusters, with 
minimum mutual information loss. Moreover, 
the coclustering algorithm does not restrict the 
number of document and word clusters to be the 
same. Thus, groups of documents can be 
extracted that share the same keyword clusters 
so that different document clusters may share the 
same keywords. 

Vector Space Model: 

A starting point for applying clustering 
algorithms to document collections is to create a 
vector space model [9]. The basic idea is to 
extract unique content-bearing words from the 
set of documents treating these words as features 
and to then represent each document as a vector 
in this feature space. Thus the entire document 
collection may be represented by a word-
document matrix A whose rows correspond to 
words and columns to documents. A non-zero 
entry in the matrix  , indicates the presence of 
word i in document j, while a zero entry 
indicates an absence. 

The document set and word set are denoted as  

D={d1,d2,…, } and v={ , ,…,  } respectively. 
Then the joint probability of (  can be 
computed based on the co-occurrence count of 

and  .The function q( ,  is used to 
approximate the (  by minimizing the 
Kullback-Leibler(KL) divergence [8][16], 

q( ,  = ( , ) ( ) ( | )    (1) 

The Kullback-Leibler divergence of q( ,   
from (   is denoted by ( (   || 
q( ,  and is a measure of information lost 
when q( ,   is used to approximate .   

( (D,v)||q(D,v))= ( (D,v, , )||q(D,v, , ))(2) 

The Kullback-Leibler(KL) divergenceis a 
fundamental equation of information theory that 
quantifies the proximity of two probability 
distribution. 

The loss in mutual information[17] can 
be expressed as a weighted sum of relative 
entropy between row distribution and row 
cluster distribution and a weighted sum of 
relative entropy between column distribution 
and column cluster distribution respectively 
given below in (3) and (4). 

( (D,v)||q(D,v))=
))   (3) 

))      (4) 

Where  and   are the cluster sets, (v|  
denotes a multinomial distribution based on 
probabilities. 

Constrained Clustering: 

The two latent label sets ={ , } 
are introduced for documents and 

={ , ,…, } for words[16]. Then the 
coclustering technique in the hybrid approach 
can be mathematically formulated as the log-
likelihood[18] of a conditional probability in the 
exponential family 

(D,v| , )= 

exp(- (D,v, , )||q(D,v, , ))) (.)  (5)                                    

Where (.) is normalization constant 
determined by its divergence type [11]. [18]A 
likelihood function is a function of the 
parameters of a statistical model. The likelihood 
of a set of parameter values D,V given outcome  

,  is equal to the probability of those observed 
outcomes given those parameter values. 

Named Entity Extractor: 

Named-Entity Recognition(NER) is also known 
as entity identification and entity extraction. It is 
a subtask of information extraction process that 
seeks to locate and classify atomic elements in 
text into predefined categories such as the names 
of persons, organizations, locations, expressions 
of times, quantities, monetary values, 
percentages, etc [19].NE Extractor can be used to 
find out the document similarity. For example, if 
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two documents share the same people names 
such as “Deepak Chhabra”, “Glenn Anderson”, 
and “Selanne”,then both documents are probably 
about“Hockey sports” both are likely to be in the 
same document cluster. 

For the purpose of finding similar 
documents, two types of similarity measures are 
used in the proposed hybrid approach namely 
cosine similarity and Jaccard similarity measure. 
These similarity measures are calculated 
individually and the results are compared for 
optimality.  

WordNet: 

WordNet is one of the most widely used and 
largest Lexical databases [20] of English. It 
groups nouns, verbs, adjectives and adverbs into 
sets of synonyms called synsets. The synsets are 
organized into senses, giving the synonyms of 
each word, and also into hyponym/hypernym 
and holonym relationships, providing a 
hierarchical tree like structure for each term. The 
semantic distance between two words can be 
computed based on their relationships in 
wordnet. The word must-links and cannot-links 
are based on the computation of the semantic 
distances in the wordnet. For example, a word 
must-link is added if the distance between two 
words is less than a threshold otherwise a word 
cannot-link is added. These kinds of link 
constraints are extracted for nouns and pronouns 
in the hybrid approach from the entire set of the 
vocabulary of terms in the documents.  

Identification of neighborhood Terms: 

 
Fig.2 Must-link and Cannot-link Relationships 

In order to apply the constraints to the 
documents and words in terms of must-link and 
cannot-links, it is necessary to retrieve the 
neighborhood terms. Such identification 
facilitates the constrained clustering [21] 
technique. For the constrained clustering 
problem, in the proposed hybrid approach 
Hidden Markov Random Field (HMRF) is used 
to formulate the prior information for both 
document and word latent labels[22],[23][24][25]. 

In this case, the unlabelled documents and words 
are considered as latent labels[26],[2] which are 
used for further processing. As shown in Fig.2, 
we first focus on deriving the constraints for  
with the latent label document set. The same 
procedure is followed for word constraints and 
hence is easy to generalize the derivation to . 

Neighborhood Graph Generation: 

 First, the latent label ,the must-link 
set  is denoted as ,and cannot-link set as 

.The neighbour set of is denoted as 
={ }. Then the latent labels  

(m=1,…,M) is used to construct a neighbourhood 
graph and the random field defined on this 
graph is a Markov Random field, following the 
Markov property: 

( | -{ )= ( .            

As a result, the configuration of the latent 
label for documents can be expressed as a Gibbs 
distribution[12]. Following the generalized potts 
energy function and its extension[8], 

( )= exp-     (6) 

Gibb’s Sampling: 

Gibbs sampling[24] is a particular form of 
Markov chain Monte Carlo (MCMC) algorithm 
for approximating joint and marginal 
distribution by sampling from conditional 
distributions. Gibbs Sampling algorithm could 
generate a sequence of samples from conditional 
individual distributions, which constitutes a 
Markov chain, to approximate the joint 
distribution. Gibbs Sampling algorithm has been 
widely used on a broad class of areas, e.g. 
Bayesian networks, statistical inference, 
bioinformatics, econometrics.  

 The power of Gibbs Sampling is: 

      1. Approximate joint and marginal 
distribution  

      2. Estimate unknown parameters 

In each iteration of Gibbs sampling, the 
embodiment of the invention samples a topic 
assignment for each word in each document 
based on topic-word co-occurrences and 
document-topic co-occurrences. 

The posterior probability ( ) in Eqn.(6) has 2 
components: 

the first factor evaluates each label configuration, 
corresponding to cluster assignments of every 
point, and gives a higher probability to a 
configuration that satisfies more of the given 
must-link and cannot-link constraints. A 
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particular label configuration determines the 
cluster assignments and hence the cluster 
representatives. The second factor estimates the 
probability of generating the observed data 
points using the conditional distributions. The 
overall posterior probability of the cluster label 
configuration of all the points therefore takes 
into account both the cluster distance measure 
and the constraints in a principled unified 
framework. 

Incorporation of Pairwise Constraints: 

Unsupervised clustering can be significantly 
improved using supervision in the form of 
pairwise constraints [12]. For the purpose of 
providing this kind of supervision, a Must-
Link(ML) constraint specifies that the pair of 
instances that should be assigned to the same 
cluster, and a Cannot-Link (CL) constraint 
specifies that the pair of instances should be 
placed into the different clusters. In some of the 
application domains, the pairwise constraints can 
be collected automatically along with the 
unlabeled data. It augments functions with 
penalty terms for violating the constraints. 

For the constrained clustering framework we 
have to use the constraint violations [27] to learn 
the underlying distance measure,the penalty for 
violating a must-link constraint between distant 
points should be higher than that between 
nearby points. This would reflect the fact that if 
two must-linked points are far apart according to 
the current distortion measure and are hence put 
in different clusters, the measure is inadequate 
and needs to be modified to bring those points 
closer together. So, the must-link penalty 
function is chosen to be 

V( , ϵ M ) = 

( (v| )|| (v| )).     
(7)Analogously, the penalty for violating a 
cannot-link constraint between two points that 
are nearby according to the current distance 
measure should be higher than for two distant 
points. This would encourage the distance 
learning step to put cannot-linked points farther 
apart. The cannot-link penalty function can be 
accordinglychosen to be 

V( , ϵ )= 

( - ( (v| )|| (v| )).   (8) 

If a cannot-link is violated the cost is the distance 
between the cluster centroid both instances are in 
and nearest cluster centroid to one of the nearest 
instances. 

Where (v|  denotes a multinomial 
distribution based on the probabilities 

( | ),…, ( | ))T ,  is the maximum 
value for all the  ( (V| )|| 

(V| )),  and  are tradeoff 
parameters to be set emprically, and 

, =0. 

Consequently, the constrained coclustering 
problem can be formulated as an MAP 
(Maximum APosterior) estimation for label 
configurations 

( , |D,v)α (D,v| , ) ( ) ( )      (9) 

As there are two HMRF prior for  and , this 
is called as two-sided HMRF 
regularization.Mathematically, the objective 
function can be rewritten as 

{ , } = arg min 
( (D,v, , )||q(D,v, , )) 

+  

+  

+  

+ (10) 

By putting the  must-link and cannot-
link in Eqn (6) for both documents and words 
then the objective function will  be minimized, 
which will leads to maximizing the posterior 
probability. 

Visualization: 

 The final stage is to visualize the results 
after the hybrid algorithm is implemented. The 
result of the clustering process is enhanced with 
the help of adding constraints in the form of 
must-links and cannot-links. In addition, to this 
the clustering results are further enhanced since 
the mutual information loss is greatly reduced 
using Kullback-Leibler divergence function. The 
final result of the hybrid algorithm is to view the 
clustering result using a standard visualization 
SOM visualization tool. The table given in 
Section 4provides the comparative analysis on 
the mutual information loss for the various 
divergence functions. 

4     Results and Discussions 
To incorporate the word and document 

constraints, a hybrid approach called constrained 
informative coclustering combining the 
techniques of coclustering and constrained 
clustering is proposed. In the proposed method 
the coclustering is facilitated in prior by k-means 
clustering rather than the natural grouping. The 
claim of the proposed algorithm is that instead of 
using natural clustering technique, in case if a 
standard clustering algorithm is used, the mutual 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 5, May-2014                                                                    491 
ISSN 2229-5518   

IJSER © 2014 
http://www.ijser.org 

information loss can be further reduced. In the 
hybrid approach, K-means clusteringalgorithm is 
used for prior clustering the row and column of 
the matrix which is used for further processing. 
In such a scenario, the mutual information loss is 
greatly reduced which is evident from the table 
given in Table 1.  

The experiments were done on several 
raw input text documents. The result of the CIC-
Kmeans method is compared with the other 
previous algorithms such as Kmeans, 
Constrained Kmeans(CKmeans),Semi-NMF 
(SNMF), Constrained SNMF (CSNMF),Tri-
factorization of Semi-NMF (STriNMF), 
Constrained STriNMF (CSTriNMF), ITCC and 
CITCC.  

Table 1 Divergence Functions Vs Mutual 
Information loss 

Divergence Function Mutual information 
loss 

I-Divergence 0.0432 

Bregman Divergence 0.0336 

Kullback-Leibler  
Divergence with 

Natural clustering 

0.0288 

Kullback-Leibler  
Divergence with 

Kmeans 

0.0254 

4.1   Result Data Set: 

To evaluate the effectiveness of the 
proposed hybrid approach, the experiment was 
conducted on the 20-newsgroups dataset. The 20-
newsgroups dataset is a collection of 
approximately 20,000 newsgroups documents, 
partitioned evenly across 20 different 
newsgroups. The performance of the proposed 
hybrid approach has been evaluated against 
various clustering algorithms by using 
Normalized Mutual Information (NMI) [16].The 
NMI between two random variables X and Y is 
defined as  

                      NMI(X,Y)=  

Where I(X;Y) is the mutual information between 
X and Y. The entropies H(X) and H(Y) are used 
for normalizing the mutual information to be in 
the range of[0,1].In practice, we estimate the NMI 
score [28] using the following formulation: 

                        NMI=  

Where n is the number of data samples,  and  
denote the amount of the data in class s and 
cluster t,  denotes the amount of data in both 
class s and cluster t.In this experiment, the 
performance of hybrid constrained informative 
coclustering technique is compared with that of 
several representative clustering algorithms such 
as Kmeans, Constrained Kmeans(CKmeans), 
Semi-NMF (SNMF), Constrained SNMF 
(CSNMF), Tri-factorization of Semi-NMF 
(STriNMF), Constrained STriNMF (CSTriNMF), 
ITCC and CITCC.  

 
Fig.3a Effects of document constraints                      

 We varied the number of document and 
word constraints in each experiment by 
randomly selecting a fixed number of constraints 
from all possible must-links and cannot-links to 
investigate their impact on clustering 
performance.Fig.3a shows the experiment results 
for document constraints. The x-axis represents 
the number of document constraints and y-axis 
denotes the average Normalized Mutual 
Information [NMI] of five random trials. From 
the graph it is evident that the proposed CIC-
Kmeans consistently performed the well 
compared to the other existing algorithms. In 
addition, to evaluate the effect of the number of 
word constraints on the constrained coclustering 
performance, we evaluated 1) CITCC (5k) and 
CSTriNMF (5k) with document constraints plus 
5000 word constraints, 2) CITCC (10k) and 
CSTriNMF (10k) with document constraints plus 
10,000 word constraints , 3) CIC-kmeans our 
proposed algorithm. 
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 Fig.3bEffects of word constraints 

As shown in Fig.3b, ingeneral, more 
word constraints resulted in better 
clustering.However, the impact of the word 
constraintwas not as strong as that of the 
document constraints. From the graph shown in 
Fig. 3(b) our proposed Constrained Informative 
Coclustering – Kmeans  algorithm has better 
performance among the other algorithms for the 
word constraints. 

5    Concluding Remarks 
In this paper,we proposed a Constrained 
Informative Coclustering-Kmeans(CIC-Kmeans) 
approach that automatically incorporates 
constraints into information-theoretic co-
clustering. Our evaluations on a benchmark data 
set demonstrated the effectiveness of the 
proposed method for clustering textual 
documents.Our algorithm consistently 
outperformed all the tested constrained 
clustering and co-clustering methods under 
different conditions.There are several directions 
for the future research.For example,we will 
explore other text features that can be 
automatically derived by natural language 
processing (NLP) tools to further improvize 
unsupervised document clustering performance. 
We are interested in applying CIC-Kmeans to 
other image documents in future work. 
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